NCERT SOLUTIONS CLASS-11 STATISTICS CHAPTER- 7

MCERT Solution for Class 11 5tatistics for chapter 7 Correlation

Q1. The unit of correlation coefficient between height in feet and weight in kgs is
(i}. Kgffeet

(ii). Percentage

{iii}. non-existent

Answer.,

{iii) Non-existent

Explanation: Correlation coefficient has no unit. Itis pure numeric term used to measure the degree of
association between variables.

Q2. The range of simple correlation coefficient is
{i}. 0 to infinity

(ii). Minus one to plus one

(iii}. Minus infinity to infinity

Answer.

{if) Minus one to plus one

Explanation: The value of correlation coefficient lies between minus one to plus ane, if the value lies outside this
range it indicates error in calculation.
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Q3. If ryy is positive the relation between X and Y is of the type
(i}, When Y increases X increases

(ii). When Y decreases X increases

(iii}. When Y increases X does not change

Answer.

{itWhen Y increases X increases

Explanation: A positive correlation implies that both the variables move in a similar direction. If there is a
increase in X, Y also increases in same direction.

Q4. If .y = 0 the variable X and Y are
(f). Linearly related

(1i). Mot linearly related

(iii}. Independent

Answer.

{if) Mot finearty related

Expianarion: If r,, = 0, it means that there is 3 absence of linear relation benween the variabies, but there may
exist & non linear relation between variables.

Q5. Of the following three measures which can measure any type of relationship

(i). Karl Pearson's coefficient of correlation

(1i). Spearman’s rank correlation

(iii}. Scatter diagram



Answer.
{il) 5pearman’s rank correlation

Explanation: Spearman’s rank correlation is the measure which can measure any type of relationship. But, Karl
Pearson's coefficient is the most widely used method due to the preciseness of the ' value.

Q6. If precisely measured data are available the simple correlation coefficient is

({i}. More accurate than rank correlation coefficient
(ii). Less accurate than rank correlation coefficient
(iii). as accurate as the rank correlation coefficient

Answer.,

{iii} As accurate as the rank correlation coefficient

Q7. Why is r preferred to covariance as a measure of association?
Anzwer.
" i.e. correlation coefficient is preferred to covariance as @ measure of association because

ris independent of change in scale and origin.
r has a specific range (-1 ta +1 ), 50 it comes handy to interpret the results quickly.
Covariance is a part of correlation coefficient.

Q&. Canr lie outside the -1 and 1 range depending on the type of data?
Answer.

Mo, value of r cannot lie outside the range -1 and 1 depending on/the type of data. If r=1 or -1 that means there
is & perfect pasitive or perfect negative relation between variables and if r = 0 that means there isn't any
correlation. But, if value of r lies outside the range -1 and 1, then it indicates that there is an error in calculation.
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Q9. Does correlation imply causation?

Answers.

Mo, correlation does not imply causation. Correlation only implies association between two variables. It doesn't
represent any cause and effect relation between the two variables. Correlation between two variables only
means that two variables are either positively or negatively ar neither related at all. It only measures the degree
and intensity of the relation between the variables. For example marks scored by a student in exams is
correlated to number of days the student went to school but the marks scored by him doesn't depend on the
number of days he went to school.

010. When is rank correlation more precise than simple correlation coefficient?

Answer.

Rank correlation i= more precise than simple correlation coefficient in situations when it is required quantify
qualities. Ranking is a better alternative for guantification of qualities, which can't be done in simple correlation.
Iti= also useful when correlation coefficient between two variables with extreme values is guite different from
the coefficient without the extreme values. For example, in 2 beauty contest judges may have to prepare a list of
participants in erder of their beauty. There is no procedure or numerical system which judges beauty. so in
order to prepare a list judges rank the participants based on their features. In this manner rank correlation can
be used which gives more precise value than the simple correlation.

011. Does zero correlation mean independence?

Answer.

Mo, zero correlation doesn't mean independence. Zero correlation anly indicates absence of a linear relation
between the variables. There might exist a non-linear relation between them, thus zero correlation necessarily
doesn't mean independence.

012, Can simple correlation coefficient measure any type of relationship?

Anzwer.

Mo, simple corrglation is mat able to measure all the gfpas of relationship. lt camenly measure linsar
relationzhips between the variall=s. It is net able o interpre: the non-linear relatien=hips between the variables.
Im case correlation coefficient returns the valus zero it either maans there is no correlation or there is non-

imear relation=hipgwhiich cannot be measdred.
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013. Collect the price of five vegetables from your local market every day for a week. Calculate their

correlation coefficients. Interpret the result.

ANENEr,

Ny Patato oman Orian {per kg) Babyycorn
{per kg {per kg [per ks

1 13 30 35 1 70
2 18 35 36 12 165
3 18 3z 35 20 50
2 20 32 34 118 155
5 20 35 36 115 155
[ 20 35 35 0 160
7 21 37 35 ‘4 ‘g3

fpoiato and tomato
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v E(X=-X)2(Y-¥)2

Lkewize we can calculste correlation between different pairs of vegerables or we can use multivariate
correiztion to find the relation between the vegetables.

Q14. Measure the height of your classmates. Ask them the height of their bench mate. Calculate the
correlation coefficient of these two variables. Interpret the result.

Answer.

(Hypothetical example, rasults may vary)

Height of | Height of xX Joexy? Yo v (AR ET)
classmates , benchmatas
[} 1
5.5 4.5 1] 0 -0.519.25 4]
5.2 5.6 -0.3 |0.09 0.6 10.26 -0.18
54 S.0 -0.1 |0.01 5] o 1]
5.5 5.0 2] 0 610 1]
5.6 5.4 0.1 10.01 04 10.16 0.04
5.8 4.5 0.3 |6.09 -0.519.25 -0.15
IN =33 (IY =30 i(x- Xy 1{y- Zix-Xr-

| = 0.20 |#7=1.02|¥i= -0.28

~XHY-F
e 2 & (613
VEX= D2(Y-¥)2

Correlation coefficient between the height of classmate and height of his bench mate are negatwely related.

Q15. List some variables where accurate measurement is difficult.
Answer.
Some of the variables for which accurate measurementis difficu’t ars:

Beauty
Honesty
Intelligence
Ability
Bravery
Fairnass et
Q16. Interpret the values of r as 1,-1 and 0
AnEwer.
r=1implies there is a perfect positive correlation between the variables.

r=-1implies there is a perfect negative correlation between the variables

r=0implies there is no correlation between the variables.

Q17. Why does rank correlation coefficient differ from Pearsonian correlation coefficient?

Answer.

Rank coefficient differs from pearsonian correlation coefficient because in rank coefficient, specific ranks are
assigned to the data which leads to loss of information and all the information regarding the data is not utilised.
Only if the data in the rank coefficient method is ranked precisely, it leads to similar values a5 the pearsonian
coefficient. . The value of rank coefficient also differs due to the first differences of the value of itemns in the
series arranged are almaost never constant. Generally, both the methods result in same value of 'r’; but
pearsonian coeffident is more widely used than rank coefficient as it utilizes information from the whole series

of frequency distribution.
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Q18. Calculate the correlation coefficient between the height of fathers in inches (X) and their sons (Y)

X 65 (3 57 a7 68 89 70 12
Y 67 56 a5 o3 T2 72 69 i |
Answer.

E i X=X [X-K w-F Jiv-FF [5-X}{¥-F}

65 67 -1.75 |3.062% 0.5 [0.25 0.875

[ 56 0,75 |0.5625 “11.5 [132.25 B.625

57 65 -5, 75 |95.062% 2.5 }6.2% Z4.375

L ¥ 3:] J.23 0.0623 8.3 Q.23 0123

[ 72 1,25 |1.5625 4.5 |[20.25 5,625

[ 72 .25 |5.0625 4.5 |20.25 ik 125

i) ] 3.25 10.5623 1.5 2.25 4,875

7a 71 3. 23 27,5525 2.3 12.23 18373

I Y i K (v-Fr=184 [Z{x-FNv-Fi=

=534 [=52p =143,5 73

Lix-Euy-Fy 73 73

= o ha-fz  viaissia  1eess | oM

There is 8 positive correlation betwesn height of fathers and their sons.

Q19. Calculate the correlation coefficient between X and ¥ and comment on their relationship:

= -3 -2 -1 1 2 >
Y 9 4 1 1 4 g
Answer.
x Y %-x | {x=-X) |ve-¥ (v-¥)* BTl
-3 a -3 |9 4.33 18.7489 |-12.99
-2 - -2 14 -0.67 04289 |1.34
-1 1 -1 1 -3.67 13.4589 |3.67
1 1 1 i «3.67 13.4689 |-3.67
2 - 2 4 -0.67 0.4489 |-1.34
3 9 3 9 4.33 18.7489 112,99
ZX =0|ZY =28 (%= (v-F)'= | E(x-R)Y-F) =
) =2 £5.34 [
LX=X)Y-1 0

]
o

F= JE-h2Y-Nz  vzBxes4

Correlation ceefficient between X and Y is zero. This means that X and Y have no linear relation between them.

(They a nave a non-linear relationship Y = X2)

Q20. Calculate the correlation coefficient between X and Y and comment on their relationship



Answer.

¥ i * ye WY
1 2 1 4 2
k] [ £l 56 18
4 B 16 &4 3z
3 k] 23 100 30
7 14 24 196 o8
B il:] 4 256 128
M= (2 [Z=]Zr= [EXvY=
28 =55 |164 |656 328
EXIEY)
s Y-
o) ] ——]
7 EXE oy ENE
sz e [y e
B8 X BH IAEER
az/-——— _ 108 - “T

= =
| (562 T T
I|'llj_ = L....._. 4&5.5.-. = Jj.ﬁ-i— T§ WEEs—

= 66.67/66.67 = +1

Carrelation coefficient between X and Y is +1. There is a perfect positive correlation between X and Y. If there isa
onange in X, then there is equi-proportional change in Y.
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